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Main components

• Replication manager (replacing Download Manager) OR 

Interim Solution

• Import Manager

• HTTP API and central data cloud with all unrestricted files and 

versions in multiple formats, where relevant

• CDI User interface with integrated MySeaDataCloud, 

shopping, and RSM
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Which EUDAT centres?

• EUDAT is participating with 5 processing centres: CSC (FI), STFC (UK), DKRZ 

(DE), CINECA (IT) and GRNET (GR)

• The Import process will include only one EUDAT centre – CSC in order to 

lower risk as the import is complex and EUDAT centres have different 

infrastructures. This means that all RMs will exchange data with CSC, 

controlled by the Import Manager service which runs at MARIS 

• Initially the CDI shopping system will communicate only with CSC as 

central cloud. Later in time EUDAT will establishing horizontal replication 

and load balancing between the 5 EUDAT centres. Users should not 

notice. 
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Installed base of CDI nodes
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Installed base of CDI nodes

• 89 nodes with Download Manager

• 23 nodes with Interim solution

• 1 node with own software
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Important condition is that the CDI service must stay 

operational while upgrading; this also applies for the related 

services for EMODnet portals and buffers!
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Installed base of CDI nodes
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Activities

• Finalising technical developments for a robust and 

operational system with versions for development, testing, 

import, and production (like current CDI system)

• Connecting all SeaDataNet nodes to the upgraded CDI service

• Validating and working up the central CDI database and 

associated unrestricted data collection, including completing 

different formats.

• Integrating all components for public launch.
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Timing
• Overall aim is publicly launching upgraded CDI service in March 2019.

• Till mid November 2018: making the import cycle robust and lots of 

testing to ensure that the new import and retrieval processes work, both 

for unrestricted and for restricted data: SDC technical team.

• Mid November 2018 – end February 2019:  rolling out the new technical 

configuration in test and in parallel to current operational system; 

installing and configuring Replication Managers. Each month 30 nodes in 

groups: Data Centres with support by MARIS and IFREMER

• Mid November 2018 – end February 2019: configuring the new system for 

the Data Centres with Interim Solution. In operation MARIS will 

intermediate for new and updated entries towards the Import Manager. 

At present access default is ‘restricted’; discussion on releasing (subsets 

of) data: Data Centres with  MARIS and IFREMER
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Timing

• Mid November 2018 – end February 2019: thorough testing of the new 

connections, both for unrestricted and for restricted data. Feedback loop 

to developers for possible bug fixing and refining: Data Centres with  

MARIS and IFREMER

• Till end December 2018: further improving the front side (user interface –

shopping – RSM): MARIS in dialogue with Beta testers from the 

SeaDataNet data centre community.  

• Till end December 2018: further expanding the central QA-QC services as 

part of import, following requirements: MARIS, IFREMER and EUDAT
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Timing

• In parallel to technical configuring of the network nodes, the central data 

buffer of unrestricted data has to be fully checked and worked up as V0 

database. This requires actions focused on data handling:

– September till end December 2018: MARIS will harvest all 

unrestricted data sets in all formats. Checking in batch with OCTOPUS 

is ongoing for ODV files. OCTOPUS has a number of auto-correction 

functions. Feedback to data centres for corrections and updates of 

ODV and CDI files. (Hopefully also inclusion of unrestricted data from 

Interim Solution data centres). 

– January – February 2019: Freezing of the CDI contents (> 2.25 Million 

entries). NO mutations or additions in that short period.
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Timing and versioning

– January – February 2019: Completing the V0 data collection with 

other file types (MedAtlas => ODV + NetCDF; ODV => NetCDF; NetCDF

=> ODV) by central conversion and updating of file types in CDIs. Other 

filetypes can not be converted. This action should result in a clean and 

consistent V0 CDI database and V0 central database of unrestricted 

data files.  

• Early March 2019 integrating all components and switching to operation

• The CDI service will then be open again for updates and new data sets. 

From this point on we will work with versioning. This implicates that each 

updated CDI submission will be imported as a new version of the CDI and 

an associated data set (max possibly MedAtlas + ODV + NetCDF; or other 

file types, seismic as ZIP of SEG-Y + UKOAA nav file). 
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